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Abstract

This paper proposes a weighted multi-source domain adaptation (MSDA) method for
industrial surface defect detection. The domain adaptation method is usually used to solve
inaccurate results due to lacking target training samples. But in the scene of surface defects
detection, this method is not adequate because the inspection samples often contain com-
plex texture features. To get better performance, in this paper, we extend the single-source
domain adaptation detection method to the multi-source domain. At the same time, we
weighted different source domains samples during the adaptive training process, and
prioritize the alignment of the target domain with the most similar source domain. The
experimental results show that our proposed method performs well on the target dataset
which improves existing methods’ limitations for detecting surface defects with complex
textures.

1 INTRODUCTION

Automatic surface defect detection is an essential part of the
industrial production process. Computer vision has gradually
replaced manual inspectors with high precision, high efficiency,
high-speed, non-contact, and other advantages as a critical tech-
nology in the manufacturing field. The global computer vision
market was approximately US$7.2 billion in 2017 with a year-
on-year growth of 6.8% [1].

In the traditional computer vision methods, histogram of
gradient (HOG), local binary pattern (LBP), co-occurrence
matrix, and scale-invariant feature transform (SIFT) are com-
monly used to extract features. Then those features can be pro-
cessed by support vector machine (SVM), K-nearest neighbor
(KNN), random forest or K-means (KM) to distinguish the
defects [2–8]. However, these methods are limited to apply for
specific objects.

Deep learning methods have also attracted more attention in
computer vision. Compared with traditional methods, it does
not rely on specially designed features and can be applied to dif-
ferent defect types. The supervised learning method based on
convolutional neural networks (CNN) is the most popular deep
learning method, which extracts multi-level image features to
achieve accurate recognition. Typical scenarios include SSD [9],
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YOLO [10], Faster R-CNN [11], and Mask R-CNN [12]. These
methods have a wide range of potential applications in terms of
defect detection [13, 14]. However, these methods still have lim-
itations in practical industrial applications. First, it is challenging
to collect enough defect training data due to the low frequency
of abnormal events. The number of standard samples occupies
too many areas in the whole sample set. Unbalanced training
data make the deep learning model challenging to converge in
the training process and even cause over-fitting or under-fitting
problems. Although some approaches proposed by researchers
can address the issue to some extent [15, 16], it is still consider-
able when the training data in a specific class is inadequate. Sec-
ond, the performance of the supervised learning model depends
on the quality of the label. It takes a lot of time and exper-
tise in label marking to obtain high-quality labels. If there is not
enough trainable labelled data, the actual data distribution can-
not be represented by samples, resulting in poor generalization
of the trained model. Therefore, supervised learning methods
are not a good and practical choice in the real production world.
Semi-supervised and unsupervised learning methods for defect
detection have better performance when the defective samples
are scarce or unavailable. Some previous works in defect detec-
tion used autoencoders-base or GAN-base methods to achieve
excellent performance. For instance, Ke et al. [17] used an
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HU AND WANG 2211

autoencoder to train an adaptive template with normal samples
and then calculated the difference between the input and the
template to detect abnormalities on the mobile phone surface
logos. Haselmann et al. [18] used a deep convolutional neural
network for patch-wise completion of surface images to iden-
tify faults on fabric surfaces in textile manufacturing industries.
Baur et al. [19] used pixel-wise reconstruction errors from deep
spatial autoencoders to detect lesions in the brain. Ackay et al.
[20] used GANomaly (an encoder-decoder-encoder model) to
detect anomalies in X-ray scans to facilitate aviation and bor-
der security checking. Although these methods solve the lack of
abnormal samples, their performance decreases when the sam-
ple’s specification changes or with complex textures. The gener-
ator cannot accurately generate the template if the training and
test samples are inconsistent. That is referred to as covariate
shift [21] or dataset bias [22]. A practical method to solve the
challenge is to use the domain adaptation method, which adapts
the classifier to the new data by utilizing the domain character-
istics of the labelled data in a related domain.

In our study, we proposed a defects detection method based
on a domain adaptation network. The models trained with sam-
ples from other multi-source domains can detect the target sam-
ples better, especially for surface defect samples with a complex
texture. The method used a weighted adversarial network to
preferentially align the source domains more similar to the target
samples. Compared with the traditional multi-source domain
adaptation (MSDA) method that needs to align the various
source domains, our proposed method assigns low weight to
the source domain that is more different from the target domain
samples in transfer learning. The purpose is to avoid the nega-
tive impact of salient differences in texture features on feature
extraction. We evaluated our method on two public datasets, and
the results showed that the process is superior to the previous
defects detection methods

The other parts of this paper are structured as follows. Sec-
tion 2 presents the related methods of surface defect detection
and domain adaptation methods. Section 3 presents the details
of our proposed method. Section 4 focus on the experimental
results and discussions. Section 5 summarized our work and the
prospects for future work.

2 RELATED METHOD

2.1 Surface defect detection

Previous research on surface defect detection, edge detection
[23, 24], clustering [25], and other image processing methods
are commonly used. However, applying these methods requires
image pre-processing by adjusting parameters based on the
experience and knowledge of the inspector to obtain smoother
images and more distinct defect features. These methods are
time-consuming, labour-intensive, and subjective.

Deep learning methods, such as support vector machines,
CNN, and random forest, have also been used to detect defects
(anomalies). As is mentioned above, one of the main problems
of supervised learning methods based on deep learning is that

training data collection is usually expensive in terms of time and
resources. And for some unsupervised learning methods, such
as deep autoencoder (DAE) and generative adversarial network
(GAN) [26], also have limitations when dealing with surface
defect detection in complex textures. The implementation of
GANs may not be reliable because the reconstruction results are
unpredictable. Although DAE can obtain better reconstruction
quality, we need to care if the defect and the texture have a sim-
ilar potential feature. The too powerful reconstruction ability of
the decoder will reconstruct the defective area, which makes the
defective indistinguishable in the template contrast operation.

In this paper, we focus on defects detection for surfaces with
complex textures. Unlike ordinary product surfaces, these prod-
ucts have particular patterns on the surface, which often inter-
fere with identifying defects. Therefore, it is difficult to detect
faults using traditional threshold segmentation methods. Tem-
plate matching is a standard method for defect detection on
complex textures [22]. However, the background features are
not constant due to the irregular surface, uneven illumination,
and other factors, making matching difficult. Therefore, none
of these methods can meet our requirements. Many researchers
have focused on the task of defect detection in complex tex-
tures. In [27], a transfer learning approach used the pre-trained
networks and obtained promising results. In [28], a Bayes clas-
sifier that can be adapted to changing conditions is proposed.
This classifier can achieve good performance by training with
a small sample set. In [29], a particularly robust method named
adjacent evaluation completed local binary patterns is proposed,
improving the recognition rate of the hot-rolled steel strip sur-
face defects.

2.2 Domain adaptation

Transfer learning aims to achieve a classifier trained from a
label-rich domain (i.e. source domain) to have good results in
a label-scarce domain (i.e., target domain). Domain adaptation
(DA) is a typical example of transfer learning methods. It tackles
the problem that the source and target domains have the same
feature space and category space, and only the feature distribu-
tion is inconsistent. Some previous methods achieve this pur-
pose by minimizing explicit domain discrepancy metrics. Max-
imum mean-variance (MMD) is the most commonly used to
reduce distribution offset [30, 31]. Such methods also include
correlation alignment [32], Kullback-Leibler (KL) divergence
[33], and ℋ−divergence [34]. Another widely used method in
DA is generative adversarial networks. It uses a domain discrim-
inator to confuse the target domain with the source domain to
learn invariant features between different domains [35, 36, 37,
38].

Multi-source domain adaptation (MSDA) assumes that data
is collected from multiple source domains with different dis-
tributions. Compared with single-source domain adaptation,
this is a more realistic scenario. Ben-David et al. [34] express
the target distribution as a weighted combination of multiple
source distributions. The deep cocktail network (DCTN) [39]
proposed a k-way domain discriminator and class classifier for
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2212 HU AND WANG

FIGURE 1 The overview of the proposed method. (F: feature extractor,
C: classifier, D: domain discriminator, GRL: gradient reversal layer, Lw:
Equation (7) weighted domain loss.)

digital classification and real-world object recognition. Peng
et al. [40] proposed an approach with moment matching for
MSDA which aims to transfer knowledge from multiple labelled
source domains to an unlabelled target domain.

3 PROPOSED METHOD

In MSDA, there are m source domains S1, S2,…, Sm and a tar-

get domain T . The domain S j = {(x
S j

i , y
S j

i )}
NS j

i=1 is characterized

by NS j
i.i.d. labelled samples, where y

S j

i ∈ {1, 2, … ,K } (K is the

number of classes) and x
S j

i follows one of the source distribu-

tions X S j . Similarly, the target domain T = {xT
i }

NT

i=1 is repre-
sented by NT i.i.d. unlabelled samples, where xT

i follows target
distributions X T . The MSDA problem aims to train the model
using samples of multiple source domains and target domains,
minimizing the testing error of the target T .

In MSDA, samples from multiple source domains can pro-
vide richer feature information of the objects for the target
domain. Based on more supporting data, the decision bound-
ary of the features can be further refined. However, the differ-
ent distribution of different source domains increases the diffi-
culty of learning domain invariant features. In the task of defect
detection, the size and proportion of texture features in sam-
ples are much larger than that of defect features, so they are
inevitably represented as salient features during feature extrac-
tion. Therefore, aligning all domains without considering the
correlation and consistency of different source domains and tar-
get domains is unreliable. To address this, our idea is to pri-
oritize the alignment of the target domain with those source
domains that are more difficult to separate samples from the
target. Inspired by the work in [39] and [41], we use a weighted
adaptation network to solve the issue.

The overview of the proposed method is shown in Figure 1,
and it is based on the domain adversarial training framework.
There are three subnets in the network, feature extractor,
(multi-source) domain discriminator, and (multi-source) classi-
fier. There are two unshared weights feature-extraction func-
tions Fs and Ft in our network, which are employed by source

domains and the target domain, respectively. We build m dis-
criminators D = {DS j

}m
j=1 and m classifiers CS = {CS j

}m
j=1.

For each source domain S j , the specific domain discrimina-
tor DS j

∶ F → {0, 1} distinguishes the input feature that comes
from the source domain S j and the target domain T . Similarly,
m classifiers accept features Fs (x ) or Ft (x ) and output the prob-
ability that the sample belongs to each class with the softmax
function. The discriminator and classifier of the source domain
S j are independent of other sources.

We first pre-train the network to get each source domain clas-
sifier CS j

and source feature extractor Fs (x ). In the pre-training
phase, the classifier CS j

(Fs (x )) loss can be described as follow:

min
Fs ,C

cls% (C ,Fs ) = −

m∑
j

𝔼
(x,y) ∼

(
X

S j ,Y
S j
)ylogCS j

(Fs (x ))

+ (1 − y) log
(

1 −CS j
(Fs (x ))

)
(1)

Since each source domain is trained on a supervised model, it
can obtain the best representations of the classifier and feature
extractor. Then we use adversarial training to reduce the dis-
tance between target domains and source domain distributions.
Intuitively, a transfer network of a source domain can provide
better performance if the source domain distribution is closer to
the target. Conversely, the distribution of the source domain far-
ther away from the target will reduce the transfer performance.
We use the domain discriminators to indicate the distribution
distance between the target domain and each source domain.

We fixed Fs and CS to F̄s and C̄S when the network converges,
and then optimize the domain discriminator D and target fea-
ture extractor Ft , the objective is as follows:

min
Ft

max
D

adv (D,Ft ) =
1
M

m∑
j

𝔼
x ∼ X

S j

[
log DS j

(
F̄s (x )

)]

+𝔼x ∼ X T

[
log

(
1 − DS j

(Ft (x ))
)]

(2)

It is worth noting that if the target feature extraction Ft and
the source feature extraction Fs share weights ( Ft = Fs) or both
change during the adversary training, which will lead to oscilla-
tion. To solve this problem, reference [36] used domain confu-
sion to replace the adversarial objective. In this paper, Ft and Fs

have different parameters and Fs has been fixed. Therefore, we
can use Equation (2) to only update Ft and D during the adver-
sary training, similar to the original GAN. In the meantime, to
avoid the disappearance of the gradient in the initial training, we
use F̄s to initialize Ft .

Simultaneously, when the domain discriminator D has con-
verged to the optimal value of the current feature extractor, we
use it to indicate the probability of samples from the source
or target domain distribution. It is difficult to determine which
domain the samples belong to if the score is close to 0.5. And
these samples are more likely to come from the source domain
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HU AND WANG 2213

closer to the target domain. To this end, we defined the confu-
sion score as follow:

SS j

(
xT , xs j

)
= 1 −

1
2

⎛⎜⎜⎜⎜⎜⎝

1
NT

NT∑
i

|||DS j

(
Ft

(
xT

i

))
− 0.5|||

+
1

Ns j

Ns j∑
i

||||Ds j

(
F̄s

(
x

s j

i

))
− 0.5

||||

⎞⎟⎟⎟⎟⎟⎠
(3)

When DS j
(DS j

(Ft (x ))) is closer to 0.5, the SS j
is larger, the

samples of the source domain S j may have more overlap with
the target domain samples. Conversely, this function will be
minor, and the source and target domain samples have lit-
tle or no overlap. During domain transfer learning, the source
domains which have more overlap should be assigned greater
weights. The weight of S j can be normalized as:

ws j
=

Ss j
(x )∑m

j=1 Ss j
(x )

(4)

The ideal objective function of the adversarial network with
weights can be described as follow:

min
Ft

max
D

w (D,Ft ) =
1
M

m∑
j

𝔼x ∼ X s j

[
wS j

log DS j

(
F̄S (x )

)]

+𝔼x ∼ X T

[
log

(
1 −DS j

(Ft (x ))
)]

(5)

But the weight w is defined as the correlation function of the
domain discriminator D. Therefore, applying the weight wS j

to
the domain discriminator DS j

, the result of the minimax game
will not change. To solve this issue, we follow [41] to use the sec-
ond domain discriminator D̃S j

after DS j
for each source domain

to update Ft in adversarial training. And the first domain dis-
criminator DS j

is only used to calculate the confusion score.
Thus, we used Equation (6) to optimize D, and the objective
of the adversarial network can be reformulated as Equation (7).

min
D

D (D) = −
1
M

m∑
j

⎛⎜⎜⎜⎝
𝔼x ∼ X s j

[
log DS j

(
F̄S (x )

)]

+𝔼x ∼ X T

[
log

(
1 − DS j

(Ft (x ))
)]

⎞⎟⎟⎟⎠
(6)

min
Ft

max
D̄

w

(
D̃,Ft

)
=

1
M

m∑
j

𝔼x ∼ X s

[
wS j

log D̃S j

(
F̄S (x )

)]

+𝔼x ∼ X T

[
log

(
1 − D̃S j

(Ft (x ))
)]

(7)

In this paper, since the feature extractor Ft is independent of
Fs , it is essential to constraint Ft to preserve the data structure

of target samples. Using the Pseudo-labels of the target sam-
ples to constrain the feature extractor is a common method
in domain adaptation [39,42]. We use the confusion score to
find the source domain closest to the target domain is currently
j∗ = argmax{SS j

}m
j = 1. Then use the classifier of j∗ to predict

the target samples pseudo-labels when their confidence is higher
than the present threshold 𝛾. It can be expressed as:

ỹT = C̄s j∗

(
Ft

(
xT

))
(8)

In MSDA, the target domain classifier can be presented as the
weighted combination of source classifiers. When the sample
feature of the source is closer to the target, the source classifier
may predict more accurately on the target samples. Therefore,
we use wS j

as the weight of each source classifier, then the target
classifier can be formulated as:

Ct

(
xT

)
=

m∑
j

wS j
C̄S j

(
Ft

(
xT

))
(9)

Then the classification loss of the target samples with
pseudo-labels can be expressed as:

tar (Ft ) =
1

Nt

Nt∑
i=1

C

(
Ct

(
Ft

(
xT

i

))
, ỹT

i

)
(10)

Where C (⋅) is the softmax loss function (or logistic loss
function in image-level defect detection task).

Hence, the overall objectives of the adversarial network can
be written as:

min
Ft

max
D̃

tar (Ft ) + 𝜆w

(
D̃,Ft

)
(11)

Where 𝜆 is the hyperparameter, and we follow [43] to set it
up.

After pre-trained with all source domains data, we use Equa-
tions (6) and (11) to update D, D̃ and Ft in the minimax game
until the network converges. The fixed CSj and Ft are not be
updated in this learning process.

4 EXPERIMENTAL SECTION

This section first compares our proposed method with existing
domain adaptation methods on the Digits-five dataset. Next, we
use datasets DAGM 2007 [44] to evaluate the performance of
our proposed method in surface defect detection.

All experiments are implemented with the Pytorch platform
on a PC with Intel i7- 8700K 3.70 GHz CPU, 32GB RAM, and
one Nvidia 1080 GPU. In all experiments, we use ResNet-50
[45] without the last fully connected layer as our proposed
network feature extractors. And the two domain classifiers
are with the same architecture, which is three fully connected
layers. We use Adam [46] to accelerate network convergence
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2214 HU AND WANG

TABLE 1 Classification accuracy on digits recognition

Models mm,sv,sy,up→ mt mt,sv,sy,up→ mm mt,mm,sy,up→ sv mt,mm,sv,up→ sy mt,mm„sv,sy → up Avg

Source Only 93.2 ± 0.42 70.2 ± 0.50 71.5 ± 0.55 82.8 ± 0.49 91.8 ± 0.54 81.9 ± 0.50

DANN 96.7 ± 0.72 71.8 ± 0.81 68.3 ± 0.65 87.1 ± 0.58 91.3 ± 0.77 83.0 ± 0.71

DAN 94.2 ± 0.71 68.1 ± 0.67 68.8 ± 0.76 88.3 ± 0.62 93.5 ± 0.71 82.6 ± 0.69

M3SDA 98.8 ± 0.39 76.5 ± 0.73 87.3 ± 0.58 91.5 ± 0.60 96.2 ± 0.72 90.1 ± 0.60

DCTN 97.2 ± 0.72 70.1 ± 1.24 79.8 ± 0.71 84.5 ± 0.78 93.8 ± 0.44 85.1 ± 0.78

Our method 99.2 ± 0.10 85.3 ± 0.42 88.6 ± 0.47 95.0 ± 0.27 99.1 ± 0.23 93.4 ± 0.30

Note: MT, MM, SV, SY, UP are abbreviations for MNIST, MNIST-M, SVHN, SYNTHETIC DIGITS, USPS, respectively.

and optimize it with learning 𝓁𝛾 = 2e−4 and momentums
𝛽1 = 0.5, 𝛽2 = 0.999.

It is worth noting that although in the experiments we used
gray image as a standard input for training and testing to speed
up the computation, our method also works with colour sam-
ples. Benefiting from convolution-based ResNet, when using
RGB image as input, it is only needs to adjust the depth of con-
volution kernels corresponding to it.

4.1 Experiments on digit recognition

The Digits-five dataset is widely used in the performance evalu-
ation of MDA. The dataset consists of samples from five differ-
ent sources, namely MNIST [47], MNIST-M [48], SVHN [49],
USPS and Synthetic Digits [48]. Following [39], for MNIST,
MINST-M, SVHN, and Synthetic Digits, we sample 25,000
images for training and 9000 for testing in each dataset. And
choose the entire 9298 images in USP as a domain.

We compared our method with four state-of-the-art domain
adaptation methods: Deep adaptation network (DAN) [50],
Domain adversarial neural network (DANN) [35], Deep cock-
tail network (DCTN) [39] and moment matching for mul-
tiSource (M3SDA) [40]. For Source Only and single-source
method experiments, we follow the source combine setting in
[40]. All source domains data are combined into a single source.
For a fair comparison, all the deep learning models are used
ResNet-50 as the backbone. We run each experiment five times
to take the average and deviation.

The results are shown in Table 1. Our proposed method
achieves a 91.6% average accuracy, outperforming other base-
lines by a large margin.

4.2 Experiments on DAGM

The DAGM 2007 dataset covers many types of manufactur-
ing material surfaces in the industry. The samples are shown in
Figure 2. It comprises 8050 training images and 8050 testing
images with a size of 512 × 512 and 8-bit grayscale PNG for-
mat. There are ten classes of artificially generated surfaces with
specific textures in DAGM. The dataset provides 2112 ground-
truth images to identify the defect region. In each experiment,

FIGURE 2 Examples of sample images from DAGM

FIGURE 3 The example of segmentation sample images from DAGM

TABLE 2 Comparison with related work on the DAGM dataset (for MAP,
ROC AUC, F1-measure)

Methods Acc mAP AUC F1

Faster R-CNN (source combine) 0.89 0.66 0.87 0.68

Faster R-CNN (source only) 0.80 0.43 0.64 0.56

AnoGAN 0.71 0.51 0.57 0.56

AE (SSIM) 0.76 0.54 0.70 0.60

Our method 0.91 0.78 0.92 0.82

we set one of the classes as the target domain and the rest as
source domains.

As shown in Figure 3, we cropped each image used for train-
ing and testing into 64 patches with a size of 77 × 77 (the

 17519667, 2022, 8, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ipr2.12484 by C

ochraneC
hina, W

iley O
nline L

ibrary on [24/02/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



HU AND WANG 2215

FIGURE 4 T-SNE visualization of the features mapped from the well-trained network, (a) source only (b) our method (normal: green; defective: red)

first row and the first column patches size is 64 × 64) before
inputting our network. Each neighbour patch has a 20% over-
lap to avoid only the defects edge in the patch. According to the
smallest sum of abnormal pixels contained in the corresponding
ground truth picture, we divide the patches into abnormal (posi-
tive) and normal (negative). The threshold is calculated based on
half of the most petite side length of the defect in the dataset.
At last, pixel values of all patches are normalized into a range
of [−1,1] to avoid excessive deviations in the calculation. We
need such pre-processing due to reasons: (1) Industrial cameras
usually have a considerable high resolution in industrial surface
defect detection. Cropping can reduce computation and solve
insufficient training data problems. (2) Image-level annotation is
more efficient than pixel-level annotation in the network train-
ing stage. And in the inference stage, we can locate the defect
position based on image prediction. (3) The scaling operation
does not affect network performance due to the CNN as the
feature extractor.

It is not enough to perform a single accuracy score on the
unbalanced data set in defect detection. Therefore, we have
adopted several comprehensive indicators, such as ACC, Pre-
cision, and F-Score. These indicators are shown in Equations
(12), (13), and (15).

Accuracy =
TP + TN

TP + TN + FP + FN
(12)

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

F1 =
2 × Precision × Recall

Precision + Recall
(15)

The prediction results are divided into true positive (TP),
true negative (TN), false positive (FP), and false negative
(FN). TP represents the correct prediction of normal pictures,
TN represents the correct prediction of defective pictures,
FP represents the wrong prediction of normal pictures, and

FN represents the wrong prediction of defective pictures.
AUC represents the two-dimensional measurement area under
the receiver operating characteristic (ROC) curve, which
is used for the performance evaluation of a classification
model.

We compare our proposed method with three state-of-the-art
defect detection algorithms. These methods include one super-
vised learning method and two unsupervised learning methods.
Faster-RCNN as a supervised method has an excellent perfor-
mance in the defect detection task [18, 51]. This method can
perform well by fine-tuning the pre-trained cross-domain model
when the target domain samples are unbalanced. Fine-tuning
can be seen as a simple transfer learning method.

The experiment results on DAGM are shown in Table 2. We
obtained the results by binary classification of cropped images
in the test dataset. The results show that the model perfor-
mance which uses source combined setting for pre-training is
better than using single-source domains. The feature of defects
is more generalized when referencing multi-source domain data.
However, because different texture features in different domain
samples interfere with the extraction of defect features, equal
treatment of this interference will not obtain accurate decision
boundaries. Therefore, the method has insufficient defect detec-
tion capabilities under complex textures.

In the two unsupervised learning methods, GANomaly [21]
and SSIM Autoencoder [52], Only the target domain normal
samples are used for training. As shown in Table 2, the two
methods have a common shortcoming: the performance varies
in different domains. It is due to these two methods depend-
ing on the quality of the reconstruction image. When the target
sample is a relatively stable structural texture feature, the meth-
ods perform well. Once this structural feature is destroyed, the
model cannot reconstruct the texture feature from the training
data. As described in the previous section, this is not applicable
in detecting surface defects of industrial products.

We visualize data distribution to two-dimensional features as
Figure 4. Red points indicate defect data, and green points indi-
cate normal data. We can see that the feature boundary between
normal and defective samples is more apparent after using our
method for domain adaptation.
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5 CONCLUSION

In this paper, we propose a multi-domain adaptation method
for detecting surface defects of industrial products. The method
uses a reweight adversarial domain adaption. More weight is
assigned to the target-related source domain in the adaptation
process and achieves a better adaption performance. The
method can well solve the issue of sparse or unbalanced target
data in surface defect detection. And it can deal with the
interference of detection defects with complex textures. It is
concluded from the experiments that our proposed method
has more advantages than previous domain adaptive methods
on Digits-five datasets and has satisfactory results in defect
detection, especially for complex textures. We will continue
developing our approach and applying it to various material
surface defect detection tasks in future work.
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APPENDIX A

A.1 | Ablation study

Compared with the original MSDA method using adversarial
training, there are two improvements to our proposed approach.
One is that we utilize different weights wS j

for different source
domains in multi-source domain adversarial training. The other
is to use pseudo-labels to update the target feature extractor.
We designed a set of ablation experiments on DAGM to verify
the importance of each part. In the first experiment, we set the
same wS j

for all source domains. The target classifier was also
composed of a combination of source classifiers fairly. Table 3
shows that the model is unavailable when the target domain is
aligned to each source domain. In fact, during the training pro-
cess, the network can hardly converge which proves that the
negative transfer will reduce model performance when the tar-
get domain is aligned to a wrong source domain. And when the
target data is shifted, applying pseudo-labels to constrain the
feature extractor can efficiently avoid confusion in the classifi-
cation system and thus improve model performance.

B.1 | Learning

In this paper, we choose to use the GRL for solving the minimax
game between Ft and D̃. It works by inserting a gradient reversal
layer (GRL) to multiply the gradient of Ft by -1 to learn Ft and
D̃ simultaneously. The algorithm flow has been summarized in
Algorithm 1. Another solution would be iteratively training the
two objectives. For our method, This adversarial learning algo-
rithm is represented by the Algorithm 2.

C.1 | Network Architecture

In DAMG experiments, our proposed network framework con-
sists of three components: feature extractor, domain discrimina-
tor, and category classifier. The source domain feature extractor
Fs and target domain feature extractor Ft have the same network
architecture, and both of them use Resnet-50 without the last fc
(fully connected) layers as the backbone, which consists of 1
convolutions layer (conv1) and 4 ResidualBlock (conv2, conv3,
conv4, conv5). The details of Resnet-50 can be found in [45].
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ALGORITHM 1 Learning algorithm for our proposed method

Input: N source labelled datasets
{X S j ,Y S j }N

j=1; target unlabelled dataset X T ; confidence threshold 𝛾.

Output: target feature extractor Ft ; target category classifier Ct ; domain
discriminators {D̃S j

}N
j=1

1: Pre-train {CS j
}N

j=1, Fs and initiated Ft = Fs

2: while not converged, do

3 Sample mini-batch from {X S j }N
j=1 and X T

4: Update domain discriminator {DS j
}N

j=1 by Eq.6

5: Calculate domain weight {wS j
}N

j=1from {DS j
}N

j=1 by Eq.3 and Eq.4

6: Estimate confidence for xT by Equation 2 with confusion scores
offered by Equation 3. Samples xT ⊂ X T with confidence larger
than 𝛾 get annotations ỹT

7: Initiated Ct by Equation 9

8 Update Ft and {D̃S j
}N

j=1 by Equation 11

9: end while

10: return Ft ; Ct ; {D̃S j
}N

j=1.

The domain discriminator is composed of two fc layers where
we present the fc layers as (input, output). The two fc layers are:
fc1 (2048, 1024), fc2 (1024, 1). The classifier is a single fc layer,
i.e.fc3 (2048, 1).

ALGORITHM 2 Learning algorithm for our proposed method

Input: N source labelled datasets
{X S j ,Y S j }N

j=1; target unlabelled dataset X T ; confidence threshold
𝛾; adversarial iteration threshold 𝛽.

Output: target feature extractor Ft ; target category classifier Ct ; domain
discriminators {D̃S j

}N
j=1

1: Pre-train {CS j
}N

j=1, Fs and initiated Ft = Fs

2: while not converged, do

3: for 1 ∶ 𝛽 do

4: Sample mini-batch from {X S j }N
j=1 and X T

5: Update domain discriminator {DS j
}N

j=1 by Equation 6;

6: Calculate domain weight {wS j
}N

j=1from {DS j
}N

j=1 by Equation 3 and
Equation 4;

7: Update the second discriminator {D̃S j
}N

j=1 and Ft by Equation 7,
sequentially

8: end for

9: Estimate confidence for xT by Equation 2 with confusion scores
offered by Equation 3. Samples xT ⊂ X T with confidence larger than
𝛾 get annotations ỹT

10: Initiated Ct by Equation 9

11: Update Ft by Equation 10

12: end while

13: return Ft ; Ct ; {D̃S j
}N

j=1.
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