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ABSTRACT

We study dynamic (1 − n)-approximate rounding of fractional

matchings—a key ingredient in numerous breakthroughs in the

dynamic graph algorithms literature. Our �rst contribution is a

surprisingly simple deterministic rounding algorithm in bipartite

graphs with amortized update time$ (n−1 log2 (n−1 · =)), matching

an (unconditional) recourse lower bound of Ω(n−1) up to loga-

rithmic factors. Moreover, this algorithm’s update time improves

provided theminimum (non-zero) weight in the fractional matching

is lower bounded throughout. Combining this algorithm with novel

dynamic partial rounding algorithms to increase this minimum

weight, we obtain a number of algorithms that improve this depen-

dence on =. For example, we give a high-probability randomized

algorithm with $̃ (n−1 · (log log=)2)-update time against adaptive

adversaries.

Using our rounding algorithms, we also round known (1 − n)-
decremental fractional bipartite matching algorithms with no as-

ymptotic overhead, thus improving on state-of-the-art algorithms

for the decremental bipartite matching problem. Further, we pro-

vide extensions of our results to general graphs and to maintaining

almost-maximal matchings.
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1 INTRODUCTION

Dynamic matching is one of the most central and well-studied dy-

namic algorithm problems. Here, a graph undergoes edge insertions

and deletions, and we wish to quickly update a large matching

(vertex-disjoint set of edges) following each such change to the

graph.

A cornerstone of numerous dynamic matching results is the

dynamic relax-and-round approach: the combination of dynamic

fractional matching algorithms [17–20, 26] with dynamic rounding

algorithms [3, 21, 24, 45, 55]. This dynamic fractional matching

problem asks to maintain a vector x ∈ R�≥0 such that G (E) :=∑
4∋E G4 satis�es the fractional degree constraint G (E) ≤ 1 for all

vertices E ∈ + and ∥x∥ :=
∑
4 G4 is large compared to the size

of the largest (fractional) matching in the dynamic graph � =

(+ , �). The goal typically is to solve this problem while minimizing

the amortized or worst-case time per edge update in � .1 For the

rounding problem (the focus of this work), an abstract interface

can be de�ned as follows.

De�nition 1.1. Adynamic rounding algorithm (for fractionalmatch-

ings) is a data structure supporting the following operations:

• init(� = (+ , �), x ∈ R�≥0, n ∈ (0, 1)): initializes the data
structure for undirected graph � with vertices + and edges �,

current fractional matching x in � , and target error n .

• update(4 ∈ �, a ∈ [0, 1]): sets G4 ← a under the promise that

the resulting x is a fractional matching in � .2

The algorithm must maintain a matching " in the support of x,

supp(x) := {4 ∈ � | G4 > 0}, such that" is a (1− n)-approximation

with respect to ∥x∥ := ∑
4 G4 , i.e.

" ⊆ supp(x) ," is a matching , and |" | ≥ (1 − n) · ∥x∥ .

The combination of fast fractional algorithms with fast dynamic

rounding algorithms plays a key role in state-of-the-art time / ap-

proximation trade-o�s for the dynamic matching problem against

an adaptive adversary [21, 45, 55], including the recent break-

throughs of [8, 24]. Here, a randomized algorithm works against

an adaptive adversary (or is adaptive, for short) if its guarantees

hold even when future updates depend on the algorithm’s previous

1An algorithm has amortized update time 5 (=) if every sequence of C updates takes
at most C · 5 (=) time and has worst-case update time 5 (=) if each operation takes at
most 5 (=) time. As we focus on amortized update times, we omit this distinction.
2Invoking update(4, 0) essentially deletes 4 and subsequently invoking update(4, a )
for a > 0 essentially adds 4 back. So,� might as well be the complete graph on + .
However, we �nd the notation� = (+ , � ) convenient.

This work is licensed under a Creative Commons Attribution 4.0 Interna-
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output and its internal state. Slightly weaker are output-adaptive al-

gorithms, that allow updates to depend only on the algorithms’ out-

put. Note that deterministic algorithms are automatically adaptive.

A major motivation to study output-adaptive dynamic algorithms

is their black-box use as subroutines within other algorithms. (See

discussions in, e.g., [12, 34, 47].)

Despite signi�cant e�ort and success in designing and applying

dynamic rounding algorithms, the update time of current (1 − Y)-
approximate dynamic rounding approaches are slower by large

poly(Y−1, log=) factors than an unconditional recourse (changes

per update) lower bound ofΩ(n−1) (Fact 2.3).3 Consequently, round-
ing is a computational bottleneck for the running time of many

state-of-the-art dynamic matching algorithms [6, 8, 21, 24, 45, 55]

and decremental (only allowing deletions) matching algorithms

[14, 44].

The question thus arises, can one design (output-adaptive) optimal

dynamic rounding algorithms for fractional matching? We answer

this question in the a�rmative in a strong sense.

1.1 Our Contributions

Our main results are deterministic and randomized dynamic frac-

tional matching rounding algorithms for bipartite graphs thatmatch

the aforementioned simple recourse lower bound of Ω(Y−1) up to

logarithmic factors in Y and (sub-)logarithmic factors in = := |+ |.
These results are summarized by the following theorem.4

Theorem 1.2. The dynamic bipartite matching rounding problem

admits:

(1) A deterministic algorithm with $̃ (Y−1 log=) update time.

(2) An adaptive algorithm with $̃ (Y−1 · (log log=)2) update time

that is correct w.h.p.

(3) An output-adaptive algorithm with $̃ (Y−1) expected update
time.

The init(�, x, Y) time of each of these algorithms is$ (Y · |supp(x) |)
times its update time.

In contrast, prior approaches have update time at least Ω(Y−4)
(see Section 1.2). Moreover, all previous adaptive algorithms with

high probability (w.h.p.) or deterministic guarantees all have at

least (poly)logarithmic dependence on =, as opposed to our (sub-

)logarithmic dependence on =.

General Graphs. In general graphs, one cannot round all frac-

tional matchings (as de�ned) to integrality while only incurring a

(1− Y) factor loss in value.5 Nonetheless, it is known how to round

“structured” (1/2 − Y)-approximate dynamic fractional matchings

[20, 26] (see full version for more details) to obtain an integral

(1/2 − Y)-approximate matching [3, 21, 45, 55], and even almost

maximal matchings [24], as de�ned in [49] and restated below.

3Proving update time lower bounds for approximate dynamic matching is a notoriously
challenging open problem. On the other hand, [52] show that recourse can be made

$ (Y−1 ) for any approximate dynamic matching algorithm.
4Throughout, we use “soft-O” notation, $̃ , to suppress logarithmic factors in Y , i.e.,

$̃ (5 ) = $ (5 · poly(log(Y−1 ) ) ) .
5Consider the triangle graph with fractional values G4 = 1/2 on all three edges; this
fractional matching has value 3/2, while any integral matching in a triangle has size
at most one. While adding additional constraints [37] avoids this issue, no dynamic
fractional algorithms for the matching polytope in general graphs are currently known.

De�nition 1.3. A matching" in� is an Y-almost maximal match-

ing (Y-AMM) if" is maximal with respect to some subgraph� [+ \* ]
obtained by removing at most |* | ≤ Y · ` (�) vertices from � , where

` (�) is the maximum matching size in � .

Such Y-AMM’s are (1/2 − Y)-approximate with respect to the

maximum matching [49]. Moreover, (almost) maximality of Y-AMM

makes their maintenance a useful algorithmic subroutine [6, 24,

49]. Extending our approach to rounding the aforementioned well-

structured, “near maximal” dynamic fractional matchings in general

graphs [20, 26], we obtain faster Y-AMM algorithms, as follows (see

the full version of the paper for formal statement).

Theorem 1.4. There exist dynamic algorithms maintaining Y-AMM

in general graphs in update time $̃ (Y−3)+$ (C5 +D5 ·CA ), where C5 and
D5 are the update time and number of calls to update of any “struc-

tured” dynamic fractional matching algorithm, and CA is the update

time for “partial” rounding. Furthermore, there exist dynamic partial

rounding algorithms with the same update times and adaptivity as

those of Theorem 1.2.

1.1.1 Applications. Applying our rounding algorithms to known

fractional algorithms yields a number of new state-of-the-art dy-

namic matching results.

For example, by a black-box application of Theorem 1.2, we

deterministically round known decremental (fractional) bipartite

matching algorithms [14, 44] with no asymptotic overhead, yielding

faster (1 − Y)-approximate decremental bipartite matching algo-

rithms. We also discuss how a variant of Theorem 1.4 together with

the general-graph decremental algorithm of [5] leads to a conjec-

ture regarding the �rst deterministic sub-polynomial update time

(1 − Y)-approximate decremental matching algorithm in general

graphs.

Our main application is obtained by applying our rounding al-

gorithm for general graphs of Theorem 1.4 to the $ (Y−2)-time

fractional matching algorithm of [26], yielding the following.

Theorem 1.5. For any Y > 0, there exist dynamic Y-AMM algorithms

that are:

(1) Deterministic, using $̃ (Y−3 · log=) update time.

(2) Adaptive, using $̃ (Y−3 · (log log=)2) update time, correct

w.h.p.

(3) Output-adaptive, using $̃ (Y−3) expected update time.

In contrast, all prior non-oblivious (1/2− Y)-approximate match-

ing algorithms had at least quartic dependence on Y, which the

above result improves to cubic. Moreover, this result yields the

�rst deterministic $ (log=)-time and adaptive > (log=)-time high-

probability algorithms for this widely-studied approximation range

and for near-maximal matchings. This nearly concludes a long line

of work on deterministic/adaptive dynamic matching algorithms

for the (1/2 − Y) approximation regime [9, 18, 19, 21, 24, 26, 45, 55].

1.2 Our Approach in a Nutshell

Here we outline our approach, focusing on the key ideas behind

Theorem 1.2. To better contrast our techniques with those of prior

work, we start by brie�y overviewing the latter.
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Previous approaches. Prior dynamic rounding algorithms [3, 21,

45, 55] all broadly work by partially rounding the fractional match-

ing x to obtain a matching sparsi�er ( (a sparse subgraph approx-

imately preserving the fractional matching size compared to x).

Then, they periodically compute a (1 − Y)-approximate matching

in this sparsi�er ( using a static $̃ ( |( | · Y−1)-time algorithm (e.g.,

[36]) whenever ∥x∥ changes by Y · ∥x∥, i.e., every Ω(Y · ∥x∥) updates.
This period length guarantees that the matching computed remains

a good approximation of the current fractional matching during

the period, with as good an approximation ratio as the sparsi�er

( . Now, for sparsi�er ( to be $ (1)-approximate, it must have size

|( | = Ω(∥x∥), and so this approach results in an update time of

at least Ω(Y−2). Known dynamic partial rounding approaches all

result in even larger sparsi�ers, resulting in large poly(Y−1, log=)
update times.

Direct to integrality. Our �rst rounding algorithm for bipartite

graphs breaks from this framework and directly rounds to inte-

grality. This avoids overhead of periodic recomputation of static

near-maximum matching algorithms, necessary to avoid super-

linear-in-Y−1 update time (or => (1) factors, if we substitute the

static approximate algorithms with the breakthrough near-linear-

time max-�ow algorithm of [33]). The key idea is that, by encoding

each edge’s weight in binary, we can round the fractional matching

“bit-by-bit”, deciding for each edge whether to round a component

of value 2−8 to a component of value 2−8+1. This can be done stati-

cally in near-linear-time by variants of standard degree splitting

algorithms, decreasing the degree of each node in a multigraph by

a factor of two (see Theorem 2). Letting ! := log((min4 :G4≠0 G4 )−1),
we show that by bu�ering updates of total value at most$ (Y ·∥x∥/!)
for each power of 2, we can e�ciently dynamize this approach, ob-

taining a dynamic rounding algorithm with update time $̃ (Y−1 ·!2).
As we can assume that min4 :G4≠0 G4 ≥ Y/=2 (Observation 2.2), this

gives our bipartite $̃ (Y−1 · log2 =) time algorithm.

Faster partial rounding. The second ingredient needed for Theo-

rem 1.2 are a number of algorithms for “partially rounding” frac-

tional matchings, increasing min4 :G4≠0 G4 while approximately pre-

serving the value of the fractional matching. (The output is not

quite a fractional matching, but in a sense is close to one. See De�-

nition 4.1.) Our partial rounding algorithms draw on a number of

techniques, including fast algorithms for partitioning a fractional

matching’s support into multiple sparsi�ers, as opposed to a single

such sparsi�er in prior work, and a new output-adaptive sampling

data structure of possible independent interest (Section A).6,7 Com-

bining these partial rounding algorithms with our simple algorithm

underlies all our bipartite rounding results of Theorem 1.2, as well

as our general graph rounding results (which are deferred to the

full version of the paper).

1.3 Related Work

The dynamic matching literature is vast, and so we only brie�y

discuss it here. For a more detailed discussion, see, e.g., the recent

papers [4, 8, 22, 24].

6From this we derive the �rst output-adaptive matching algorithm that is not also
adaptive.
7Concurrently to our work, another such sampling algorithm was devised [56]. See
discussion in Section A.

The dynamic matching problem has been intensely studied since

a seminal paper of Onak and Rubinfeld [48], which showed how

to maintain a constant-approximate matching in polylogarithmic

time. Results followed in quick succession, including conditional

polynomial update time lower bounds for exact maximummatching

size [1, 2, 35, 42, 46], and numerous algorithmic results, broadly

characterized into two categories: polynomial time/approximation

tradeo�s [4, 8, 10, 11, 15, 16, 21, 22, 28, 39, 40, 43, 45, 49, 50, 55], and

1/2− or (1/2 − Y)-approximate algorithms with polylogarithmic or

even constant update time [3, 7, 9, 13, 19, 21, 26, 31, 32, 45, 53, 55].8

We improve the state-of-the-art update times for all deterministic

and adaptive algorithms in the intensely-studied second category.

The (1 − Y)-approximate matching problem has also been stud-

ied in partially dynamic settings. This includes a recent algorithm

supporting vertex updates on opposite sides of a bipartite graph,

though not edge updates [57] (see arXiv). For incremental (edge-

insertion-only) settings several algorithms are known [23, 27, 38,

41], the fastest having poly(Y−1) update time [27]. In decremen-

tal settings (edge-deletion-only), rounding-based algorithms with

poly(Y−1, log=) update time in bipartite graphs [14, 23, 44] and

randomized exp(Y−1) in general graphs [5] are known. We improve

on these decremental results, speeding up bipartite matching, and

giving the �rst deterministic logarithmic-time algorithm for general

graphs.

1.4 Paper Outline

Following some preliminaries in Section 2, we provide our �rst

simple bipartite rounding algorithm in Section 3. In the full version

of the paper we introduce the notion of partial roundings that

we study and show how such partial rounding algorithms can

be combined with our simple algorithm to obtain the (bipartite)

rounding algorithms of Theorem 1.2.

2 PRELIMINARIES

Assumptions and Model. Throughout, we assume that ∥x∥ ≥ 1,

as otherwise it is trivial to round ∥x∥ within a factor of 1 − Y, by
maintaining a pointer to any edge in supp(x) whenever the latter
is not empty. In this paper we work in the word RAM model of

computation with words of sizeF := Θ(log=), allowing us to index
any of 2$ (F ) = poly(=) memory addresses, perform arithmetic on

F-bit words, and drawF-bit random variables, all in constant time.

We will perform all above operations on $ (log(Y−1 · =))-bit words,
which is still$ (F) provided Y−1 = poly(=). If Y is much smaller, all

stated running times trivially increase by a factor of $ (log(Y−1)).

Notation. Formultisets (1 and (2, we denote by (1⊎(2 the “union”
multiset, in which each element has multiplicity that is the sum of

its multiplicities in (1 and (2. A vector x is _-uniform if G4 = _ for

all 4 ∈ supp(x), and is uniform if it is _-uniform for some _. Given

fractional matching x, we call an integral matching" ⊆ supp(x)
that is (1−Y)-approximate, i.e., |" | ≥ ∥x∥ · (1−Y) an Y-approximate

rounding of x. Finally, we use the following notion of distance and

its monotonicity.

Observation 2.1. For vectors x, y ∈ R� and Y ≥ 0, de�ne3n
+
(x, y) :=∑

E∈+ ( |G (E) − ~ (E) | − n)+, for (I)+ := max(0, I) the positive part of
8Some works study approximation of maximum matching size [6, 8, 22, 24, 28, 51].
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I ∈ R. Then, we have 3Y
+
(x, y) ≤ 3Y

′
+
(x, y) for all n ≥ n′. Moreover,

by the triangle inequality and the basic fact that (0 + 1)+ ≤ 0+ + 1+
for all real 0, 1, we have 3Y1+Y2

+
(x, z) ≤ 3

Y1
+
(x, y) + 3Y2

+
(y, z) for all

Y1, n2 ≥ 0 and vectors x, y, z ∈ R� .
Support and Binary encoding. We denote the binary encoding of

each edge 4’s fractional value by G4 :=
∑
8 (G4 )8 · 2−8 . We further

let supp8 (x) := {4 ∈ � | (G4 )8 = 1} denote the set of coordinates
of x whose 8-th bit is a 1. So, supp(x) = ⋃

8 supp8 (x). Next, we
let xmin := min4∈supp(x) G4 . The following observation allows us

to restrict our attention to a small number of bits when rounding

bipartite fractional matchings x. (In the full version we extend

this observation to the structured fractional matchings in general

graphs that interest us there.)

Observation 2.2. For rounding bipartite fractional matching, by

decreasing Y by a constant factor, it is without loss of generality that

xmin ≥ Y/=2 and moreover if Δ ≤ xmin and ! := 1 + ⌈log(Y−1Δ−1)⌉,
we may safely assume that (G4 )8 = 0 for all 8 > !.

Proof. Let Y′ = Y/3. Consider the vector x′ obtained by zeroing

out all entries 4 of x with G4 < Y′/=2 and setting (G4 )8 = 0 for all

edges 4 and indices 8 > !. Clearly, supp(x′) ⊆ supp(x) and x′ is a
fractional matching, as x′ ≤ x. The following shows that ∥x′∥ is
not much smaller than ∥x∥ ≥ 1.

∥x′∥ ≥ ∥x∥ −
(
=

2

)
Y′

=2
−
∑

4

∑

8>!

2−8

≥ ∥x∥ − Y′ −
∑

4

Y′ · xmin

≥ ∥x∥ · (1 − Y′) −
∑

4

Y′ · G4

= (1 − 2Y′) · ∥x∥.
Therefore, a matching " ⊆ supp(x′) ⊆ supp(x) that is (1 − Y′)-
approximate w.r.t. G ′ is (1 − Y)-approximate w.r.t. x, as |" | ≥ (1 −
Y′) · ∥x′∥ ≥ (1 − 3Y′) · ∥x∥ = (1 − Y) · ∥x∥. □

Recourse Lower Bound. We note that the number of changes to

" per update (a.k.a. the rounding algorithm’s recourse) is at least

Ω(Y−1) in the worst case.

Fact 2.3. Any (1 − Y)-approximate dynamic matching rounding

algorithm A must use Ω(Y−1) amortized recourse, even in bipartite

graphs.

Proof. Consider a path graph � of odd length 4Y−1 + 2 with

values 1/2 assigned to each edge. A matching" ⊆ supp(x) of size
|" | ≥ (1 − Y) · ∥x∥ must match all odd-indexed edges of the path.

However, after invoking update(·, 0) for the �rst and last edges in

the path, for |" | ≥ (1 − Y) · ∥x∥ (for the new x)," must match all

even-indexed edges. Therefore, repeatedly invoking update(·, 0)
and then update(·, 1/2) for these two edges su�ciently many times

implies that the matching" maintained by A must change by an

average of Ω(Y−1) edges per update. □

2.1 The Degree-Split subroutine

Throughout the paper, we use the following subroutine to partition

a graph into two subgraphs of roughly equal sizes while roughly

halving all vertices’ degrees. Such subroutines obtained by e.g.,

computing maximal walks and partitioning them into odd/indexed

edges, have appeared in the literature before in various places. For

completeness, we provide this algorithm in the full version.

Proposition 2.4. There exists an algorithm degree-split, which on

multigraph � = (+ , �) with maximum edge multiplicity at most two

(i.e., no edge has more than two copies) computes in $ ( |� |) time two

(simple) edge-sets �1 and �2 of two disjoint sub-graphs of� , such that

�1, �2 and the degrees 3� (E) and 38 (E) of E in � and �8 := (+ , �8 )
satisfy the following.

(1) (P1)|�1 | = ⌈ |� |2 ⌉ and |�2 | = ⌊
|� |
2 ⌋.

(2) (P2) 38 (E) ∈
[
3� (E)

2 − 1, 3� (E)
2 + 1

]
for each vertex E ∈ +

and 8 ∈ {1, 2}.
(3) (p3) 38 (E) ∈

[
⌊3� (E)2 ⌋, ⌈3� (E)2 ⌉

]
for each vertex E ∈ + and

8 ∈ {1, 2} if � is bipartite.

3 SIMPLE ROUNDING FOR BIPARTITE

MATCHINGS

In this section we use the binary encoding of x to approximately

round fractional bipartite matchings in a “linear” manner, rounding

from the least-signi�cant to most-signi�cant bit of the encoding.

We �rst illustrate this approach in a static setting in Section 3.1. This

will serve as a warm-up for our �rst dynamic rounding algorithm

provided in Section 3.2, which is essentially a dynamic variant of

the static algorithm (with its init procedure being essentially the

static algorithm).

3.1 Warm-up: Static Bipartite Rounding

In this section, we provide a simple static bipartite rounding algo-

rithm for fractional matchings.

Speci�cally, we prove the following Theorem 3.1, analyzing

our rounding algorithm, Algorithm 1. The algorithm simply con-

siders for all 8 , �8 := supp8 (G), i.e., the edges whose 8-th bit is

set to one in x. Starting from �! = ∅, for 8 = !, . . . , 1, the algo-

rithm applies degree-split to the multigraph � [�8 ⊎ �8 ] and sets

�8−1 to be the �rst edge-set output by degree-split (by induc-

tion, �8 , �8 are simple sets, and so � [�8 ⊎ �8 ] has maximum mul-

tiplicity two.) Overloading notation slightly, we denote this by

�8−1 ← degree-split(� [�8 ⊎ �8 ]). The algorithm then outputs

�0 ∪ �0.

Algorithm 1: Hierarchical Fractional Rounding Algorithm

input :Fractional matching x ∈ R�≥0 in graph � = (+ , �)
input :Accuracy parameter n ∈ (0, 1)
output : Integral matching" ⊆ supp(x) with

|" | ≥ (1 − n) · ∥x∥
! ← 1 + ⌈log2 (Y−1G−1min

)⌉ and �! ← ∅;
for 8 = !, ! − 1, . . . , 1 do

�8 ← supp8 (x);
�8−1 ← degree-split(� [�8 ⊎ �8 ]) ; // First set

output by degree-split

end

return" ← �0 ∪ �0;
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Theorem 3.1. On fractional bipartite matching x and error parame-

ter n ∈ (0, 1),Algorithm 1 outputs an integral matching" ⊆ supp(x)
with |" | ≥ (1 − n) · ∥x∥ in time $ ( |supp(x) | · log(Y−1x−1

min
)).

By Observation 2.2, ! = $ (log(Y−1 · =)), and so Theorem 3.1

implies an$ ( |supp(x) | · log(Y−1 · =)) runtime for Algorithm 1. We

prove this theorem in several steps. Key to our analysis is the fol-

lowing sequence of vectors (which we will soon show are fractional

matchings if supp(x) is bipartite).

De�nition 3.2. Letting �8 (4) := 1[4 ∈ �8 ] and �8 (4) := 1[4 ∈
�8 ] = (G4 )8 , we de�ne a sequence of vectors x(8 ) ∈ R�≥0 for 8 =

0, 1, . . . , ! as follows.

G
(8 )
4 := �8 (4) · 2−8 +

8∑

9=0

� 9 (4) · 2− 9 . (1)

So, ∥x(!) ∥ ≥ (1−Y)·∥x∥, by de�nition andObservation 2.2. More-

over, each (copy of) edge 4 output/discarded by degree-split(� [�8⊎
�8 ]) corresponds to adding/subtracting 2−8 to/from G

(8 )
4 to obtain

G
(8−1)
4 . This allows us to prove the following lower bound on the

size of the output.

Lemma 3.3. ∥x(8 ) ∥ ≥ (1 − Y) · ∥x∥ for all 8 ∈ {0, 1, . . . , !}.

Proof. By Property 1 we have that |�8−1 | ≥ ⌈ 12 ( |�8 | + |�8 |)⌉ and
so

∥x(8−1) ∥ = ∥x(8 ) ∥ + 21−8 ·
∑

4

�8−1 (4)

−
∑

4

2−8 · (�8 (4) + �8 (4)) ≥ ∥x(8 ) ∥.

Therefore, repeatedly invoking the above bound and appealing to

Observation 2.2, we have that indeed, for all 8 ∈ {0, 1, . . . , !},

∥x(8 ) ∥ ≥ ∥x(8+1) ∥ ≥ · · · ≥ ∥x(!) ∥ ≥ (1 − Y) · ∥x∥. □

A simple proof by induction shows that if supp(x) is bipartite,
then the above procedure preserves all vertices’ fractional degree

constraints, i.e., the vectors x(8 ) are all fractional matchings.

Lemma 3.4. If x is a fractional bipartite matching then G (8 ) (E) ≤ 1

for every vertex E ∈ + and 8 ∈ {0, 1, . . . , !}.

Proof. By reverse induction on 8 ≤ !. The base case holds

since x(!) ≤ x is a fractional matching. To prove the inductive

step for 8 − 1 assuming the inductive hypothesis G (8 ) (E) ≤ 1, let

3�8
(E) = ∑

4∈E (�8 (4) + �8 (4)) be the number of (possibly parallel)

edges incident to E in �8 := � [�8 ⊎ �8 ]. By Property 3, we have the

following upper bound on E ’s fractional degree under x(8−1) .

G (8−1) (E) ≤ G (8 ) (E) − 3�8
(E) · 2−8 +

⌈
3�8
(E)
2

⌉
· 2−8+1 . (2)

If 3�8
(E) is even, then we are done, by the inductive hypothesis

giving G (8−1) (E) ≤ G (8 ) (E) ≤ 1. Suppose therefore that 3�8
(E) is

odd. By De�nition 1, any value G
(8 )
4 is evenly divisible by 2−8 and

therefore the same holds for G (8 ) (E). By the same token, 3�8
(E) is

odd if and only if G (8 ) (E) is not evenly divisible by 2−8+1. However,
since G (8 ) (E) is evenly divisible by 2−8 and it is at most one, this

implies that G (8 ) (E) ≤ 1 − 2−8 . Combined with Equation 2, we

obtain the desired inequality when 3�8
(E) is odd as well, since

G (8−1) (E) ≤ G (8 ) (E) + 2−8 ≤ 1 − 2−8 + 2−8 = 1. □

Now, since the vector x(0) is integral, the preceding lemmas

imply that if x is a bipartite fractional matching then" is a large

integral matching.

Lemma 3.5. If x is a fractional bipartite matching then" = �0 ∪
�0 ⊆ supp(x) is an integral matching of cardinality at least |" | =
|�0 | + |�0 | ≥ (1 − Y) · ∥x∥.

Proof. By Lemma 3.4, the (binary) vector x(0) (the character-
istic vector of ") is a feasible fractional matching, and so " is

indeed a matching. That" ⊆ supp(x) follows from degree-split

outputting a sub(multi)set of the edges of its input, and therefore

a simple proof by induction proves that supp(x) ⊇ supp(x(!) ) ⊇
supp(x(!−1) ) ⊇ · · · ⊇ supp(x(0) ) = " . The lower bound on

|" | = ∥G (0) ∥ then follows from Lemma 3.3. □

Finally, we bound the algorithm’s running time.

Lemma 3.6. Algorithm 1 takes time $ ( |supp(x) | · !) when run on

vector x ∈ R�≥0.

Proof. To analyze the runtime of the algorithm, note that it runs

in time$ (! +∑!
8=0 ( |�8 | + |�8 |)). Further, |�! | = 0 and by Property 1

we have that |�8 | ≤ 1
2 |�8+1 | +

1
2 |�8+1 | + 1 for all 8 ∈ {0, 1, . . . , ! − 1}.

Letting< := |supp(x) | we know that |�8 | ≤ < for all 8 , and so by

induction

|�8 | ≤
1

2
|�8+1 | +

1

2
< + 1 ≤ < + 2 for all 9 ∈ {0, 1, ..., ! − 1}.

Thus, the algorithm runs in the desired time of$ (<!+!) = $ (<!).
□

Theorem 3.1 follows by combining the two preceding lemmas.

We now turn to the dynamic counterpart of Algorithm 1.

3.2 A Simple Dynamic Bipartite Rounding

Algorithm

In this sectionwe dynamize the precedingwarm-up static algorithm,

obtaining the following result.

Theorem 3.7. Algorithm 2 is a deterministic dynamic bipartite

matching rounding algorithm. Under the promise that the dynamic in-

put vector x satis�es xmin ≥ X throughout, its amortized update time

is$ (Y−1 ·log2 (Y−1X−1)) and its init time on vector x is$ ( |supp(x) |·
log(Y−1X−1)).

Since X ≥ Y/=2 by Observation 2.2, Theorem 3.7 yields an $̃ (Y−1 ·
log2 =) update time algorithm.

Our dynamic algorithm follows the preceding static approach.

For example, its initialization is precisely the static Algorithm 1

(and so the init time follows from Theorem 3.1). In particular, the

algorithm considers a sequence of graphs �8 := � [�8 ⊎ �8 ] and
fractional matchings x(8 ) de�ned by �8 and the 8 most signi�cant

bits of G4 , as in De�nition 1. However, to allow for low (amor-

tized) update time we allow for a small number of unprocessed

changed or deleted edges for each 8 , denoted by 28 . When such a
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number 28 becomes large, we rebuild the solution de�ned by �8
and supp8 (x), . . . , supp0 (x) as in the static algorithm. Formally, our

algorithm is given in Algorithm 2.

Algorithm 2: Hierarchical Dynamic Fractional Rounding

Algorithm

global :Current vector x

global :Current output integral matching"

global :Accuracy n and maximum layer ! ∈ Z>0
global :Partial roundings �0, �1, . . . , �! ⊆ � and update

counts 20, 21, . . . , 2! ∈ Z≥0
// In init we assume that the algorithm knows X,

a lower bound on xmin for all nonzero x

encountered after an operation

function init(� = (+ , �), x ∈ R�≥0, n ∈ (0, 1))
Save x and n as global variables;

Initialize ! ← 1 + ⌈log2 (Y−1X−1)⌉, 28 ← 0, and �8 ← ∅,
for all 8 ∈ {0, 1, . . . , !};

Call rebuild(!);
function rebuild(8)

for 9 = 8, 8 − 1, . . . , 0 do
� 9 ← supp9 (x) and 2 9 ← 0;

if 9 ≠ 0 then � 9−1 ← degree-split(� [� 9 ⊎ � 9 ]);
end

" ← �0 ∪ �0;
function update(4, a)

x4 ← a ;

for 8 = !, ! − 1, ..., 0 do
if 4 ∈ �8 then remove 4 from �8 ;

if 8 ≠ 0 then

if 4 ∈ �8−1 then remove 4 from �8−1;
else remove one edge adjacent to each endpoint

of 4 from �8−1 (if there is one);
end

28 ← 28 + 1;
if 28 > 28−2 · Y ∥x∥! then call rebuild(8) and return;

end

Conventions and notation.Most of our lemmas concerning Al-

gorithm 2 hold for arbitrary non-negative vectors x ∈ R�≥0, a fact
that will prove useful in later sections. We state explicitly which

lemmas hold if x is a fractional bipartite matching. In the analysis

of Algorithm 2 we let x(8 ) be as de�ned in De�nition 1, but with �8
and �8 of the dynamic algorithm. Furthermore, we prove all struc-

tural properties of Algorithm 2 for any time after init and any

number of update operations, and so we avoid stating this in all

these lemmas’ statements for brevity. Next, we use the shorthand

(8 := supp8 (x), and note that unlike in the static algorithm, due

to deletions from �8 before the next rebuild(8), the containment

�8 ⊆ (8 may be strict.

First, we prove that" is a matching if x is a bipartite fractional

matching. More generally, we prove that each x(8 ) , and in particular
x(0) , is a fractional matching, implying the above.

Lemma 3.8. If x is a fractional bipartite matching, then x(8 ) is a
fractional matching for all 8 ∈ {0, 1, . . . , !}.

Proof. Fix vertex E , and let �8 (E) and (8 (E) be the number of

edges of E in �8 and (8 respectively, for all 8 ∈ {0, 1, . . . , !}. To upper
bound G (8 ) (E), we start by upper bounding �8 (E), as follows.

�8 (E) ≤

28 ·

!∑

9=8+1
( 9 (E) · 2− 9


. (3)

We prove the above by induction on the number of operations and

by reverse induction on 8 ∈ {0, 1, . . . , !}, as follows. The base case
8 = ! is trivial, as �! (E) = 0 throughout and the RHS is non-negative.

Next, for 8 < !, consider the e�ect on �8 (E) of an update resulting

in a call to rebuild(8 + 1) (e.g., after calling init), at which point

�8+1 ← (8+1.

�8 (E) ≤
⌈
1

2
· ((8+1 (E) + �8+1 (E))

⌉
Property 3

≤


1

2
· (8+1 (E) +

1

2
·

28+1 ·

!∑

9=8+2
( 9 (E) · 2− 9




Inductive hypothesis for 8 + 1

≤


1

2
· (8+1 (E) +

1

2
· 28+1 ·

!∑

9=8+2
( 9 (E) · 2− 9



=


28 ·

!∑

9=8+1
( 9 (E) · 2− 9


,

where the last inequality follows from the basic fact that for non-

negative ~, I with ~ an integer, ⌈ 12 · ~ +
1
2 ⌈I⌉⌉ ≤ ⌈

1
2 (~ + I)⌉. Next,

it remains to prove the inductive step for index 8 and a call to

update for which rebuild(8 + 1) is not called: but such an update

only decreases the left-hand side of Equation 3, while it causes a

decrease in the right-hand side (by one) only if an edge of E was

updated in this call to update, in which case we delete at least one

edge incident to E in �8 , if any exist, and so the left-hand side also

decreases by one (or is already zero).

Finally, combining De�nition 1 and Equation 3, we obtain the

desired inequality G (8 ) (E) ≤ 1.

G (8 ) (E) ≤ �8 (E) · 2−8 +
8∑

9=0

( 9 (E) · 2− 9

≤ 2−8 ·

28 ·

!∑

9=8+1
( 9 (E) · 2− 9


+

8∑

9=0

( 9 (E) · 2− 9 ≤ 1.

Above, the �rst inequality follows from De�nition 1 and �8 (E) ≤
(8 (E) since �8 ⊆ (8 . The second inequality follows from Equation 3.

Finally, the �nal inequality relies on
∑

9 ( 9 (E) · 2− 9 = G (E) ≤ 1,

together with 28 ·∑!
9=8+1 ( 9 (E) · 2− 9 being fractional if and only if

∑!
9=8+1 ( 9 (E) · 2− 9 is not evenly divisible by 2−8 , though it is evenly

divisible by 2−8−1, in which case G (E) ≤ 1 − 2−8 . □
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Remark 3.9. The same proof approach, using Property 1 of Degree-

Split (for possibly non-bipartite graphs) implies the global upper bound

|�8 | ≤
⌈
28 ·∑!

9=8+1 |( 9 | · 2− 9
⌉
≤ 1 + 28 · ∥x∥.

Next, we prove the second property of a rounding algorithm,

namely that" ⊆ supp(x).

Lemma 3.10. supp(x(8 ) ) ⊆ supp(x) for all 8 ∈ {0, 1 . . . , !} and
therefore" ⊆ supp(x).

Proof. We prove the stronger claim by induction on the num-

ber of operations of Algorithm 2 and by reverse induction on 8 ∈
{0, 1, . . . , !} that supp(x(8 ) ) = �8 ∪ �8 ⊆ supp(x(8+1) ) ⊆ supp(x).
That �8 ⊆ supp8 (x) throughout is immediate, since �8 ← supp8 (x)
when rebuild(8) is called (and in particular after init was called),

and subsequently all edges 4 ∈ �8 that are updated (and in particu-

lar each edge whose G4 value is set to zero) are removed from �8 .

Therefore �8 ⊆ supp(x) throughout, and in particular supp(x(!) ) =
�! ⊆ supp(x). Similarly, by the properties of degree-split and

the inductive hypothesis, we have that after rebuild(8) is called,
�8 ⊆ �8+1 ∪ �8+1 ⊆ supp(x(8+1) ) ⊆ supp(x), and each edge 4

updated since is subsequently deleted from �8 (as are some addi-

tional edges). Therefore �8 ⊆ supp(x) throughout. We conclude

that supp(x(8 ) ) ⊆ supp(x) for all 8 , as desired. □

We now argue that the unprocessed edges have a negligible

e�ect on values of x(8 ) compared to their counterparts obtained by

running the static algorithm on the entire input x.

Lemma 3.11. ∥x(8 ) ∥ ≥ (1 − 2Y) · ∥x∥ for every 8 ∈ {0, 1, . . . , !}.

Proof. As in the proof of Lemma 3.3, by Property 1, after init

or any update(·, ·) triggering a call to rebuild(8) we have that

|�8−1 | = ⌈ 12 ( |�8 | + |�8 |)⌉, and so ∥x(8−1) ∥ ≥ ∥x(8 ) ∥. On the other

hand, between calls to rebuild(8) there are at most 28−2 · Y ∥x∥! calls

to update(4, a), resulting in at most 28−1 · Y ∥x∥! many edges being

deleted from �8−1, which in turn result in ∥x(8−1) ∥ decreasing by at
most 2−(8−1) · 28−1 · Y ∥x∥! =

Y ∥x∥
! . In contrast, by De�nition 1, any

changes in � 9 for 9 ≠ 8 have no e�ect on ∥x(8−1) ∥ − ∥x(8 ) ∥. On the

other hand, until the next rebuild(8) is triggered, we have that �8
and �8 can only decrease (contributing to an increase in ∥G (8−1) ∥ −
∥G (8 ) ∥); �8 can only decrease since edges are only added to �8 when

rebuild(8) is called, and �8 only decreases until rebuild(8 + 1) is
called, which triggers a call to rebuild(8). Therefore, ∥G (8−1) ∥ −
∥G (8 ) ∥ decreases by at most

Y ∥x∥
! during updates until the next

call to rebuild(8), and so after init and after every update of

Algorithm 2, we have that

∥x(8−1) ∥ ≥ ∥x(8 ) ∥ − Y∥x∥
!

.

Invoking the above inequality ! times, and using that ∥x(!) ∥ ≥
(1 − Y) · ∥x∥ by Observation 2.2, we obtain the desired inequality.

|�0 ∪ �0 | = ∥x(0) ∥ ≥ ∥x(1) ∥ −
Y∥x∥
!
≥ . . .

≥ ∥x(!) ∥ − ! · Y∥x∥
!
≥ (1 − 2Y) · ∥x∥ . □

Remark 3.12. The latter is nearly tight, as ∥x(8 ) ∥ ≤ (1 + n) · ∥x∥ +
21−8 for every 8 ∈ {0, 1, . . . , !}.

Proof (Sketch). The proof follows that of Lemma 3.11, with

the following changes: By Property Property 1, after init or any

update(·, ·) triggering a call to rebuild(8) we have the upper

bound |�8−1 | = ⌈ 12 ≤ 1 + 1
2 ( |�8 | + |�8 |), and so ∥x(8−1) ∥ ≤ ∥x(8 ) ∥ +

2−8+1. On the other hand, the increase in ∥G (8−1) ∥ − ∥G (8 ) ∥ until
such a rebuild(8) is at most

n ∥x∥
! (similarly to the decrease in the

same). The proof then concludes similarly to that of Lemma 3.11,

also using that ∥x(!) ∥ ≤ ∥x∥. □

Finally, we turn to analyzing the algorithm’s update time.

Lemma 3.13. The (amortized) time per update of Algorithm 2 is

$ (Y−1 · !2) .

Proof. By Remark 3.9, |�8 | ≤ 1+28 · ∥x∥ = $ (28 · ∥x∥) (recalling
that without loss of generality ∥x∥ ≥ 1). Similarly, trivially |(8 | =
28 · 2−8 · |(8 | ≤ 28 · ∥x∥. Therefore, by Proposition 2.4, the calls to

degree-split(� [�8 ⊎ �8 ]) in Algorithm 2 (at which point �8 = (8 )

take time$ (28 · ∥x∥), and so the time for rebuild(8) is∑8
9=0$ (29 ·

∥x∥) = $ (28 · ∥x∥). But since rebuild(8) is called after 28−2 · Y ∥x∥!
updates, its cost amortizes to$ (Y−1 · !) time per update. Summing

over all 8 ∈ {0, 1, . . . , !}, we �nd that indeed, the amortized time

per update operation, which is $ (!) (due to deleting $ (1) edges
from each �8 and �8 for each 8) plus its contribution to periodic calls

to rebuild, is $ (Y−1 · !2). □

We are �nally ready to prove Theorem 3.7.

Proof of Theorem 3.7. Algorithm 2 is a dynamic rounding al-

gorithm for bipartite fractional matchings, since " is a match-

ing contained in supp(x0) ⊆ supp(x1) ⊆ · · · ⊆ supp(x) if the
latter is bipartite, by Lemma 3.8 and Lemma 3.10, and moreover

|" | = ∥x(0) ∥ ≥ (1 − 2Y) · ∥x∥, by Lemma 3.11. The algorithm’s

update time and init time follow from Lemma 3.13 and Theo-

rem 3.1. □

To (nearly) conclude, this section provides a simple bipartite

rounding algorithm with near-optimal Y-dependence. In the follow-

ing section we show how partially rounding the fractional matching

allows to dynamically guarantee that xmin be sub-polynomial in

Y/=, thus allowing us to decrease ! and obtain speedups (improved

=-dependence) when combined with Algorithm 2.

Algorithm 2 in general graphs. Before continuing to the next

section, we mention that the alluded-to notion of partial round-

ing will also be useful when rounding (well-structured) fractional

matchings in general graphs as well (see full version). With this in

mind, we provide the following lemma, which is useful to analyze

Algorithm 2 when rounding general graph matchings.

Lemma 3.14. For 32
+
(x, y) := ∑

E∈+ ( |G (E) −~ (E) | −2)+, the vectors
x(8 ) satisfy

32
−8+1

+ (x, x(8 ) ) ≤ Y · ∥x∥ ∀8 ∈ {0, 1, . . . , !}.

Proof. First, we verify that the inequality holds (with some

extra slack) right after rebuild(8) (and in particular right after
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init). First, by Property 2 of degree-split, during the invocation

of which �8 = (8 , we have that

�8 (E) ∈
[
1

2
(�8+1 (E) + �8+1 (E) − 1,

1

2
(�8+1 (E) + �8+1 (E)) + 1

]

. Therefore, byDe�nition 1, for each vertex E , we have after rebuild(8)
that

|G (8 ) (E) − G (8+1) (E) | ≤ 2−8 .

On the other hand, before an update with current input x there are

at most 28−2 · Y ∥x∥! calls to update since the last call to rebuild(8),
resulting in at most 3 · 28−2 · Y ∥x∥! many edges being added or

deleted from �8 ∪ �8 . Therefore, during the updates between calls

to rebuild(8), the total variation distance between x(8 ) and x(8+1)

changes by at most
Y ∥x∥
! , and so after init and after any update,

∑

E

(
|G (8 ) (E) − G (8+1) (E) | − 2−8

)+
≤ Y∥x∥

!
.

Now, using the basic fact that (0 + 1)+ ≤ 0+ + 1+ for all real 0, 1,
summing the above di�erence over all 8 , and using that x = x(!)

by Observation 2.2, we obtain the desired inequality, as follows.
∑

E

(
|G (8 ) (E) − G! (E) | − 2−8+1

)+
≤

!−1∑

9=8

∑

E

(
|G (8 ) (E) − G (8+1) (E) | − 2−8

)+

≤ ! · Y∥x∥
!

= Y∥x∥ . □

4 PARTIAL ROUNDING: A PATH TO

SPEEDUPS

So far, we have provided a rounding algorithm with near-optimal

dependence on Y (by Fact 2.3) and polylogarithmic dependence

on x−1
min

= poly(Y−1=) of the fractional matching x. To speed up

our algorithm we thus wish to dynamically maintain a “coarser”

fractional matching x′ (i.e., with larger (x′
min
)−1 than x−1

min
) that

approximately preserves the value of x. The following de�nition

captures this notion of coarser fractional matchings that we will

use.9

De�nition 4.1. A vector x′ ∈ R�≥0 is an (n, X)-coarsening of a

vector x ∈ R�≥0 if:
(0) (P1)Containment: supp(x′) ⊆ supp(x).
(1) (P2)Global Slack: | ∥x∥ − ∥x′∥| ≤ Y · ∥x∥ + Y.
(2) (P3)Vertex Slack: 3n

+
(x, x′) ≤ Y · ∥x∥ + Y.

(3) (P4)Edge Values: G ′4 ∈ {0} ∪ [X, 2X) if G4 < X and G ′4 = G4
otherwise.

The coarsening x′ is bounded if it also satis�es:

(1) (P4)Boundedness: G ′ (E) ≤ G (E) + Y for all E ∈ + .

We brie�y motivate the above de�nition: As we shall see, prop-

erties 1 and 2 imply that x′ (after mild post-processing) is a (1 − Y)-
approximation of x, and so rounding x′ ≤ x results in a (1 − Y)2 ≥
(1−2Y)-approximation of x. The less immediately intuitive Property

2 will also prove useful when rounding in general graphs. For now,

9In what follows, we use the de�nition of 3n
+

from Observation 2.1.

we will use this property when combining coarsenings of disjoint

parts of the support of x. Property 3 then allows us to round such

coarsening x′ e�ciently, with only a polylogarithmic dependence

on X−1, using Algorithm 2 (by Theorem 3.7). Finally, Property 1

guarantees that x′/(1 + Y) is a fractional matching.

A key ingredient for subsequent sections is thus a dynamic coars-

ening algorithm, as follows.

De�nition 4.2. A dynamic (Y, X)-coarsening algorithm is a data

structure supporting the following operations:

• init(� = (+ , �), x ∈ R�≥0): initializes the data structure for
undirected graph� with vertices+ and edges �, current vector

x.

• update(4 ∈ �, a ∈ [0, 1]): sets G4 ← a .

The algorithm must maintain an (Y, X)-coarsening x′ of (the current)
x.

As we show in the full version, the internal state of Algorithm 2

yields a dynamic coarsening algorithm. In this section we state

bounds for a number of dynamic coarsening algorithms, with the

objective of using their output as the input of Algorithm 2, from

which we obtain faster dynamic bipartite rounding algorithms than

when using the latter algorithm in isolation. The following lemma

(proven in the complete version) captures the bene�t of this ap-

proach.

Lemma 4.3. (From coarsening to rounding). Let C be a dynamic

(n, X)-coarsening algorithm with update time C C
*

:= C C
*
(Y, X, =) and

init time$ ( |supp(x) | · C C
�
). Let R be a dynamic rounding algorithm

for fractional matchings x with xmin ≥ X , with update time CR
*

:=

CR
*
(Y, X, =) and init time $ ( |supp(x) | · CR

�
), for CR

�
:= CR

�
(Y, X, =).

Then, there exists an $ (n + X)-approximate dynamic rounding algo-

rithm R∗ with update time $ (C C
*
+ CR

*
+ Y−1 · CR

�
) and init time

$ ( |supp(x) | · (CR
�
+ C C

�
)) which is deterministic/adaptive/output-

adaptive if both R and C are.

In our invocations of Lemma 4.3 we will use Algorithm 2 to

play the role of Algorithm R. In the complete version we provide a

number of coarsening algorithm, whose properties we state in this

section, together with the obtained rounding algorithms’ guaran-

tees.

A number of our coarsening algorithms will make use of sub-

routines for splitting (most of) the fractional matching’s support

into numerous disjoint coarsenings, as in the following.

De�nition 4.4. An (n, X)-split of fractional matching z ∈ R�≥0 with
zmax ≤ X consists of (n, X)-coarsenings z(1) , . . . , z(: ) with disjoint

supports, together covering at least half of supp(z), i.e.,
∑

8

|supp(z(i) ) | ≥ 1

2
· |supp(z) |.

The following lemma combined with Lemma 4.3 motivates our

interest in such splits.

Lemma 4.5. (From static spli�ing to dynamic coarsening). Let

S be a static (W, X)-split algorithm with running time |supp(x) | ·CB on
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uniform fractional matching x, where CB := CB (=,W, X). Then there ex-

ists a dynamic algorithm C which for any (possibly non-uniform) frac-

tional matching x maintains an
(
$
(
Y + W · Y−1 · (log(W−1 · =)

)
, X
)
-

coarsening of xwith update time$ (Y−1 ·CB ), init time$ ( |supp(x) | ·
CB ). Algorithm C is deterministic/adaptive/output-adaptive if A is.

Section outline. We prove Lemmas 4.34.5 in the complete version

of the paper. Before that, we state bounds of a number of such

partial rounding algorithms together with the rounding algorithms

we obtain from these, yielding Theorem 1.2.

4.1 Partial Rounding Algorithms, with

Applications

Here we state the properties of our coarsening and splitting algo-

rithms (presented in the complete version of the paper), together

with the implications to dynamic rounding, as stated in Theorem 1.2.

Simmiliarly, we provide a deterministic static split algorithm as

stated in the following lemma.

Lemma 4.6. For any Y > 0, there exists a deterministic static (4Y, Y)-
split algorithm which on input uniform fractional matchings x runs

in time $
(
|supp(x) | · log(n−1 · =

)
).

Combining the above lemma with Lemmas 4.34.5 yields the �rst

result of Theorem 1.2.

Corollary 4.7. There exists a deterministic dynamic bipartite round-

ing algorithm with update time $ (Y−1 · C (Y, =)) and init time

$ ( |supp(x) | · C (Y, =)), for C (Y, =) = log= + log2 (Y−1).

Proof. By Algorithmalg:det-split, there exists a deterministic

static
(
4Y3

log=
, Y3

log=

)
-split algorithm that on uniform fractional match-

ing x runs in $ ( |supp(x) | · log(Y−1 · =)) time. Plugging this algo-

rithm into Lemma 4.5 yields a deterministic dynamic
(
$ (Y), Y3

log=

)
-

coarsening algorithm C with update time C C
*

= $ (Y−1 · (log=)) and
initialization time $ ( |supp(x) | · log=). Moreover, by Theorem 3.7

there exists a deterministic dynamic bipartite matching round-

ing algorithm R for fractional bipartite matchings x with xmin =

Ω(poly(Y−1 ·log=)) with update time CR
*

= $ (Y−1 ·log2 (Y−1 ·log=))
and init time$ ( |supp(x) | · CR

�
), for CR

�
= $ (log(Y−1 · log=)). Plug-

ging these algorithms into Lemma 4.10, we obtain a deterministic

algorithm which has update time

$ (C C* + C
R
* + C

R
� · Y

−1) =
$ (Y−1 · (log= + log2 (Y−1 · log=))) =
$ (Y−1 · (log= + log2 (Y−1))

and initialization time$ ( |supp(x) | · (log= + log2 (Y−1)). The last
equality holds for all ranges of = and Y, whether Y−1 = $ (log=) or
Y−1 = Ω(log=). □

Next, in the complete version we provide a simple linear-time

subsampling-based randomized split algorithm with the following

properties.

Lemma 4.8. For any Y > 0, there exists a static randomized algo-

rithm that on uniform fractionalmatchings x computes an (Y, Y4

24 log2 =
)-

split in $ ( |supp(x) |)-time, and succeeds w.h.p.

Combining the above lemma with Lemma 4.3 and Lemma 4.5

yields the w.h.p. result of Theorem 1.2.

Corollary 4.9. There exists an adaptive dynamic bipartite rounding

algorithm that succeeds w.h.p., with update time

$ (Y−1 · C (Y, =)) and init time$ ( |supp(x) | · C (Y, =)), for C (Y, =) =
log2 log= + log2 (Y−1).

Proof. By Lemma 4.8, there exists a randomized static algorithm

that computes a
(

Y3

log(=) ,
Y12

24·log6 (=)

)
-split of any uniform fractional

matching x in $ ( |supp(x) |) time, succeeding w.h.p. Plugging this

algorithm into Lemma 4.5 we obtain a randomized (with high prob-

ability) dynamic
(
$ (Y), Y12

24·log6 (=)

)
-coarsening algorithm C with

update time C C
*

= $ (Y−1) and init time $ ( |supp(x) |). On the

other hand, by Theorem 3.7, there exists a deterministic dynamic

bipartite matching rounding algorithm R for fractional match-

ings x with xmin = Ω(poly(Y−1 · log=)) with update time CR
*

=

$ (Y−1 · log2 (log= · Y−1)) and init time$ ( |supp(x) | · CR
�
), for CR

�
=

$ (log(log= · Y−1)). Plugging these algorithms into Lemma 4.10, we

obtain a randomized adaptive algorithm which works with high

probability and has update time

$ (C C* + C
R
* + C

R
� · Y

−1) =
$ (Y−1 · log2 (log= · Y−1)) =

$
(
Y−1 ·

(
log2 log= + log2 (Y−1)

))

and init time$ ( |supp(x) | · log2 (log=)+log2 (Y−1)). The last equal-
ity holds whether Y−1 = $ (log=) or Y−1 = Ω(log=). □

In the complete version of the paper building on a output-adaptive

dynamic set sampling algorithm which we give an output-adaptive

coarsening algorithm with constant (and in particular independent

of =) expected amortized update time.

Lemma 4.10. There exists an output-adaptive dynamic ($ (Y), Y3)-
coarsening algorithm for dynamic fractional matchings x with ex-

pected update time $ (Y−1) and expected init time $ ( |supp(x) |).

Finally, combining the above lemma with Lemma 4.3 yields the

third result of Theorem 1.2.

Corollary 4.11. There exists an output-adaptive dynamic bipartite

rounding algorithm with expected update time $ (Y−1 · C (Y)) and
expected init time $ ( |supp(x) | · C (Y)) for C (Y) = log2 (Y−1).

Proof. By Lemma 4.10, there exists a dynamic (Y,$ (Y3)) coars-
ening algorithm C with expected update time C C

*
= $ (1) and

init time $ ( |supp(x) |). On the other hand, by Theorem 3.7 there

exists a deterministic (hence output-adaptive) dynamic bipartite

matching rounding algorithm R for fractional matchings x with

xmin = Ω(Y3) with update time CR
*

= $ (Y−1 · log2 (Y−1)) and init
time $ ( |supp(x) | · CR

�
), for CR

�
= $ (log(Y−1)). Plugging these algo-

rithms into Lemma 4.10, we obtain an output-adaptive algorithm

with expected update time$ (C C
*
+CR

*
+CR

�
·Y−1) = $ (Y−1 ·log2 (Y−1))

and expected

inittime$ ( |supp(x) | · log2 (Y−1))
. □
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While leaving much of the main sections of the paper to the full

version (available at https://arxiv.org/abs/2306.11828) we included

the following tool from the appendixwhichmight be of independent

research interest.

A DYNAMIC SET SAMPLING

In this section we provide an output-adaptive data structure for

the dynamic set sampling problem (restated below). Recall that

this is the basic problem of maintaining a dynamic subset of [=]
where every element is included in the subset independently with

probability ?8 under dynamic changes to ?8 and re-sampling. This

basic problem was studied by [30, 54, 56].

De�nition A.1. A dynamic set sampler is a data structure support-

ing the following operations:

• init(=, p ∈ [0, 1]=): initialize the data structure for =-size set
( and probability vector p.

• set(8 ∈ [=], U ∈ [0, 1]): set ?8 ← U .

• sample(): return) ⊆ R= containing each 8 ∈ ( independently

with probability ?8 .

Our main result of this section is that we can implement in each

operation in total time linear in the number of operations, =, and

the size of the ) output.

Theorem A.2. Algorithm 3 is a set sampler data structure using

$ (=) space that implements init in $ (=) time, set in $ (1) time,

and) = sample() in expected$ (1 + |) |) time in a word RAM model

with word sizeF = Ω(log(?−1
min
)), under the promise that ?8 ≥ ?min

for all 8 ∈ [=] throughout. These guarantees hold even if the input is

chosen by an output-adaptive adversary.

Comparison with the concurrent work of [56]. Our solution is

somewhat simpler than that of the concurrent set sampler of [56].

For our purposes, the only important di�erence is that our algo-

rithm is provably output-adaptive.

Our Algorithm 3 and associated proof of Theorem A.2 stem from

a simple insight about computing when an element 8 ∈ [=] will be
in the output of sample(). Note that if there are no operations of

the form set(8, U), then the probability 8 is in any individual output

of sample() is ?8 . Consequently, the probability that ?8 is not in

the output of sample() for the next C calls to sample() is (1 − ?8 )C .
Therefore, the number of calls to sample() it takes for 8 to be in the

output sample follows the geometric distribution with parameter

?8 , i.e. Geo(?8 )!
Leveraging this simple insight above leads to an e�cient set

sampler data structures. Naively, implementing set sampling takes

$ (=) time per call to sample(), used to determine for each element

8 whether or not it should be in the output. However, we could

instead simply sample from geom(?8 ) (in expected $ (1), using
[29]) whenever set(8, U) is called or 8 is in the output of sample(),
in order to determine the next call to sample() which will result

in 8 being in the output. Provided we can e�ciently keep track of

this information for each 8 , this would yield the desired bounds in

Theorem A.2.

Unfortunately, when sampling from geom(?8 ), the output could
be arbitrarily large (albeit with small probability). Further, main-

taining the data structure for knowing when 8 is scheduled to be in

the output of sample() would naively involve maintaining a heap

on arbitrary large numbers, incurring logarithmic factors. There are

many potential data-structures and techniques to solve this prob-

lem. In our Algorithm 3 we provide one simple, straightforward

solution. Every = calls to sample(), we “rebuild” our data structure
and rather than sampling from geom(?8 ) to determine the next

call to sample() that will output 8 , we instead simply sample to

determine the next call to sample() before the rebuild that will

output 8 (if there is one). Algorithm 3 simply does this, resampling

this time for 8 whenever set(8, U) is called.

Algorithm 3: Set Sampler Data Structure

global :Size = and ? ∈ [0, 1]=
global :Current (relative) time g , subsets )1, ...,)= ⊆ [=],

and next sample times g1, ..., g= ∈ [= + 1]
1 function init(=, ? ∈ [0, 1]=)
2 Save = and ? as global variables;

3 Initialize g ← 1, )8 = ∅, and g8 = = + 1 for all 8 ∈ [=];
4 Call set(8, ?8 ) for all 8 ∈ ( ;
5 function set(8 ∈ [=], U ∈ [0, 1])
6 if g8 ≠ = + 1 then )g8 ← )g8 \ {8};

// The loop below can be implemented in

expected $ (1) time (see Lemma A.3)

7 for 9 = g to = do

8 Independently with probability ?8 , set)9 ← )9 ∪ {8},
g8 = 9 , and return

9 end

10 g8 = = + 1;
11 function sample()
12 Set ) ← )g and then set g ← g + 1;
13 if g < = + 1 then call set(8, ?8 ) for all 8 ∈ ) ;
14 else set g = 1, and then call set(8, ?8 ) for all 8 ∈ [=];

return :)
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Algorithm 3 is written without an e�cient determination of

the next output time for each element, so that it is clear that this

algorithm is a set sampler. In the following Lemma A.3 we show

how to perform this e�cient determination or, more precisely,

implementing the for-loop in Lines 7-8 We then use this lemma to

prove Theorem A.2.

Lemma A.3. The for-loop in Lines 7-8 of Algorithm 3 can be imple-

mented in expected $ (1) time in the word RAM model.

Proof. The loop executes the return statement with a value

of 9 ∈ [C, =] with probability ? 9−C (1 − ?). Consequently, if we let
ℓ ≥ 0 be sampled by the geometric distribution with probability ? ,

i.e., Pr[ℓ = E] = ?E (1 − ?) for all E ∈ Z>0, and if ℓ ∈ {0, ..., = − C}
simply execute the return statement with 9 = C +ℓ and otherwise set
g8 = = + 1, then this is equivalent to the lines of the for loop. Since

sampling from a geometric distribution Geo(?) in this manner can

be implemented in expected $ (log(1/?)/F) = $ (1) time in the

word RAM model [29], the result follows. □

Proof of Theorem A.2. Algorithm 3 maintains that after each

operation (init, set or sample), each 8 ∈ [=] is a member of at

most one )9 . Further, if 8 ∈ )9 , then g ≤ 9 and g8 = 9 and moreover

g8 = =+1 if and only if 8 ∉ )9 for any 9 ∈ [=]. Further, the algorithm
is designed (as discussed) so that )g is a valid output of sample

at time g (for any updates of an output-adaptive adversary, that

is unaware of )9 for 9 ≥ g). Since the algorithm also ensures that

g ≤ =, the algorithm has the desired output. Further, from these

properties it is clear that the algorithm can be implemented in$ (=)
space. It only remains to bound the running time for implementing

the algorithm.

To analyze the running time of the algorithm, �rst note that by

Lemma A.3, each set operation can be implemented in expected

$ (1) time. Consequently, init can be implemented in expected

$ (=) time. Further, since ) = sample() simply calls set for ele-

ments in its output or for all = elements after every = times it is

called, it has the desired expected runtime $ (1 + |) |) as well. □
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